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Abstract

A hidden Markov model (HMM) encompasses a large class of stochastic process models and has been successfully applied to a number of scientific and engineering problems, including speech and other pattern recognition problems, and DNA sequence comparison. A hidden semi-Markov model (HSMM) is an extension of HMM, designed to remove the constant or geometric distributions of the state durations assumed in HMM. A larger class of practical problems can be appropriately modeled in the setting of HSMM. A major restriction is found, however, in both conventional HMM and HSMM, i.e., it is generally assumed that there exists at least one observation associated with every state that the hidden Markov chain takes on. We will remove this assumption and consider the following situations: (i) observation data may be missing for some intervals; and (ii) there are multiple observation streams that are not necessarily synchronous to each other and may have different "emission distributions" for the same state. We propose a new and computationally efficient forward–backward algorithm for HSMM with missing observations and multiple observation sequences. The required computational amount for the forward and backward variables is reduced to $O(D)$, where $D$ is the maximum allowed duration in a state. Finally, we will apply the extended HSMM to estimate the mobility model parameters for the Internet service provisioning in wireless networks.
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1. Introduction

The hidden Markov model (HMM) technique has become one of the most successful techniques in the field of estimation and recognition (e.g., speech recognition [2,20,15], decoding in digital communications [1]). In the conventional HMM approach the state duration is either of a unit interval or implicitly assumed to be geometrically distributed to make the underlying process Markovian. A hidden semi-Markov model (HSMM) is an extension of HMM designed to allow general (i.e., non-geometric or non-exponential) distributions for the state durations [8]. Some authors [8,17,18] use terms such as “HMM with variable duration” and “HMM with explicit duration” to mean what we call in this paper an HSMM. To the best of our knowledge Ferguson [8] is the first that investigated the HSMM.

In the ordinary discrete-time HMM and HSMM, an observable output is “emitted” at every discrete time, even while the hidden Markov state remains unchanged. In some applications, however, observations may not necessarily be made frequently enough for
one reason or another. In other words, clocks for observations may be coarser than the ones for the hidden Markov chain and its associated output emissions. In such cases, estimation of the state sequence and/or model parameters have to be made based on insufficient observations.

Another assumption commonly made in the conventional HMM and HSMM is that only one observable is associated with the hidden state. In some other applications, multiple observations may be available associated with the hidden state sequence. Furthermore, these multiple observation sequences may not be synchronous to each other. An example is found in our application discussed in Section 5, where geo-location measurement data and Web content request traffic are two observation sequences associated with a mobile wireless user, whose behavior is characterized as a hidden Markov chain. The two observation sequences are not synchronized in time. Therefore, multiple observations of such time cannot be represented as a single stream of vector-valued observations. Thus, we wish to extend the traditional “single observation sequence” model to a “multiple observation sequences” model, and develop the corresponding optimal estimation algorithm.

The HMM and HSMM have been well studied, but there are few papers in the literature that address estimation procedures for missing data. An exception is Bahl et al. [2], who considered an HMM in which observations associated with state transitions are possibly missing. They introduced a notion of “null observation”, which is treated as a special output of a state transition, and the conventional algorithms for HMM are applied to a sequence that contains such null observations. Their approach, however, is not applicable to our HSMM with missing data because of its inherent Markovian assumption associated with the null observations. In the bioinformatics field, a generalization of HMM regarding two observation sequences, called “pair HMMs” or “profile HMM” [6] has been developed for modeling aligned pairs of DNA sequences, or sequence families based on multiple alignments. In this formulation, the state sequence is associated with the alignment of the gapped sequences, instead of the individual sequences. In contrast to this pair HMM, our multiple observation model deals with a common hidden Markov state sequence that is associated with each of the observation sequences that exist in parallel.

Among the conventional HMM approaches, the Viterbi algorithm [9] and the Baum–Welch algorithm [3] are perhaps the best known and most frequently used estimation or decoding algorithms. The BCJR algorithm devised by Bahl et al. [1] can be viewed as an extension of the Baum–Welch algorithm to deal with situations where the observable sequence is an output of a noisy channel whose input is the output produced by a state sequence. The conventional algorithm for HSMM proposed by Ferguson [8] may be computationally too complex to be of practical use in some applications, since it requires computation steps proportional to $D^2$, where $D$ is the maximum allowable duration of any state. An alternative approach is to limit ourselves to “parametric HMM” in which the duration distribution is characterized by parametric distributions such as Gaussian, Poisson or Gamma distributions. The duration distribution can also be combined with the state transition probabilities [22,24,5,21] and the observation probabilities [19].

The remainder of the present paper is organized as follows. Section 2 introduces our HSMM and six types of observation patterns. Section 3 develops new estimation algorithms regarding the missing observations. Section 4 describes our estimation algorithm for two observation sequences. We use the EM (estimation/maximization) algorithm to prove that our estimation algorithm with missing observations and two observation sequences is a maximum likelihood estimation solution. Section 5 applies the above results to mobility tracking in wireless Internet services provisioning. Section 6 presents some simulation results and Section 7 concludes the paper.

2. The models

Consider a Markov chain with $M$ states that are labeled as $\{1, 2, \ldots, M\}$, in which the probability of transition from state $m'$ to state $m$ is denoted $a_{m'm}$, where $m, m' = 1, 2, \ldots, M$, and the initial state probability distribution is given by $\{\pi_m\}$. The Markov state is called a “hidden” state, when the state is not directly observable. If some output sequence that is probabilistically associated with the underlying hidden Markov chain
is observable, then this “doubly stochastic process” is referred to as a “hidden Markov model” or an HMM.

Let $s_t$ denote the state that the system takes at time $t$, where $t = 1, 2, \ldots, T$. We denote the state sequence as $\{s_t\}$, but when we wish to be explicit about the interval, we adopt the notation $s_{a:b}$, meaning $\{s_t; a \leq t \leq b\}$. Similarly, let $o_t$ denote the observable output at time $t$ associated with state $s_t$, and let $b_m(o_t)$ be the probability of observing $o_t$, given $s_t = m$. We assume the “conditional independence” of outputs so that $b_m(o_{a:b}) = \prod_{t=a}^{b} b_m(o_t)$, where $o_{a:b}$ represents the observation sequence from time $a$ to time $b$. If, for instance, $\{o_t\}$ is a function of $\{s_t\}$ observed through a channel with additive white noise, the above simple product form holds.

In this paper, we assume the discrete-time model, unless stated otherwise. Thus, the duration of a given state $m$ is a discrete random variable. In the conventional HMM we can treat only two cases regarding the state duration. It is either one time unit long or is geometrically distributed. In either case the state sequence $\{s_t\}$ becomes a Markov process, since the current state $s_t$ depends on its past only through the most recent state $s_{t-1}$. We wish to allow a general distribution $p_m(d)$ for the state duration, for $d \leq D < \infty$, for all $m$. With this general distribution $p_m(d)$, the state sequence $\{s_t\}$ is no longer a Markov process, but is a semi-Markov process, hence the term HSMM.

Since we assume that the underlying semi-Markov process is not directly observable, the state sequence $s_{t-1}$ and the model parameters such as $p_m(d)$ must be estimated from the observable output sequence $\{o_t\}$. We classify observation patterns into the following six types:

(a) Full observation—The outputs $\{o_t\}$ are fully observed with no missing observations. This corresponds to the conventional case that has been well studied.

(b) Deterministic observation—The outputs $\{o_t\}$ are observed only at predetermined epochs. Regular or periodic sampling is a typical example. The rest of $\{o_t\}$ will be missed, and such portion will be considerable, if the sampling is done infrequently. The number of hidden states that may be missed between any adjacent samples varies and is generally unknown.

(c) Random observation—The outputs $\{o_t\}$ are observed at randomly chosen instants. Such observation pattern may apply, when the measurement is costly or we are not interested in keeping track of state transitions so closely. In this case, some outputs may become “null” observations randomly.

(d) State-dependent observation—Some of the outputs $\{o_t\}$ may become “null” observations, but the probability that a given $o_t$ becomes such depends on the state $s_t$.

(e) Output-dependent observation—Some of the outputs $\{o_t\}$ may become “null” observations, but the probability that a given $o_t$ becomes such depends on the output value $o_t$ itself. For instance, when the output is too weak (in comparison with noise) at time $t$, such output may not be observed.

(f) Multiple observation sequences—Multiple observation sequences are associated with the hidden state sequence, and these observations may not be synchronized to each other.

In Fig. 1 we present a special case of observation type (f) defined above. We assume two sequences $\{o_t\}$ and $\{q_t\}$ are available as the outputs of an HSMM state sequence. The conditional probability that $o_t$ appears when the state is at $m$ is given by $b_m(o_t)$ and the corresponding conditional probability for the second output is given by $c_m(q_t)$. If we introduce some random delay $\tau$ between the two output sequences, these two sequences are no longer synchronized. The symbol $\phi_t$ represents the missed observation (i.e., null observation) of the output at time $t$.

Because the observation may not necessarily be made at every time interval, we denote the set of the observation time instants $G = \{t_1, t_2, t_3, \ldots, t_n\}$, where $1 \leq t_1, t_n \leq T$.

$$o_{a:b}^m = \{o_t; a \leq t \leq b, \text{ and } t \in G\}. \quad (1)$$

In Fig. 2(a) and (b), we give an illustrative case, where $M = 8$ and $T = 6$. State 2 lasts three time units,
i.e., \( t = 2, 3, 4 \). The observations \( o_3 \) and \( o_5 \) are missed, hence \( G = \{ t_1 = 1, t_2 = 2, t_3 = 4, t_4 = T = 6 \} \).

Now we are in a position to discuss an estimation algorithm for HSMM with missed observations for each of the six types of observation patterns. We list in Table 1 important symbols used in this paper. Some of the symbols are already defined above, but the remainders will be introduced and explained in the subsequent sections.

3. Forward–backward algorithms for HSMM with missing observations

3.1. Full observation model and related work

The conventional case is that outputs emitted from the states of a hidden Markov chain are fully observed with no omission. Each state emits at least one observable output during its interval. This model has been well studied and such algorithms as the Viterbi algorithm [25, 9], the Baum–Welch algorithm [3], the BCJR algorithm [1], and extensions of some of these algorithms [20] have been developed to estimate the state sequence and the model parameters. In these algorithms, the forward and backward variables are defined (although in the original Viterbi algorithm only the forward variable is defined). In the Ferguson algorithm [8], however, the following two forward variables are defined:

\[
\pi_s(m) = \Pr[o_{t_1}, \text{state } m \text{ ends at } t]
\]

\[
\pi_{t-d}(m) \cdot p_m(d) \prod_{i=t-d+1}^t b_m(o_i) \quad (2)
\]

Table 1

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>Number of states in the HSMM.</td>
</tr>
<tr>
<td>( D )</td>
<td>The maximum duration of all states.</td>
</tr>
<tr>
<td>( T )</td>
<td>The total period of observations.</td>
</tr>
<tr>
<td>( K )</td>
<td>Number of distinct values that an observation ( o_t ) can take on.</td>
</tr>
<tr>
<td>( L )</td>
<td>Number of distinct values that an observation ( q_t ) can take on.</td>
</tr>
<tr>
<td>( a_{m,n} )</td>
<td>Transition probability from state ( m ) to state ( n ).</td>
</tr>
<tr>
<td>( \pi_m )</td>
<td>Probability that the initial state is ( m ).</td>
</tr>
<tr>
<td>( p_m(d) )</td>
<td>Probability that state ( m ) lasts ( d ) time units.</td>
</tr>
<tr>
<td>( \mathcal{O} )</td>
<td>Observation sequence from time ( a ) to ( b ).</td>
</tr>
<tr>
<td>( \mathcal{Q} )</td>
<td>Entire observation sequence of ( { o_t } ).</td>
</tr>
<tr>
<td>( b_m(k) )</td>
<td>Conditional probability that ( o_t = k ) given ( s_t = m ).</td>
</tr>
<tr>
<td>( q_m(l) )</td>
<td>State sequence from time ( 1 ) to ( t ).</td>
</tr>
<tr>
<td>( \lambda = (A, B, C, P, \pi) )</td>
<td>The complete parameter set of HSMM.</td>
</tr>
<tr>
<td>( \pi_s(m) )</td>
<td>State ( m ) begins at ( t ): Forward variable. See (2).</td>
</tr>
<tr>
<td>( \pi_{t-d}(m) )</td>
<td>Forward variable. See (7), (10), (18), (22).</td>
</tr>
<tr>
<td>( \beta_t(m) )</td>
<td>Similar to ( \beta_t(m) ), defined for two observation sequences with delay ( t ). See (25).</td>
</tr>
<tr>
<td>( \beta_{t-d}(m) )</td>
<td>Similar to ( \beta_{t-d}(m) ), defined for two observation sequences with delay ( t ). See (24).</td>
</tr>
<tr>
<td>( \gamma_{t-d}(m) )</td>
<td>Similar to ( \gamma_{t-d}(m) ), defined for two observation sequences with delay ( t ). See (30).</td>
</tr>
</tbody>
</table>
Similarly, the following two backward variables are defined:

\[ x_t^* (m) = \Pr [o^T_t, \text{state } m \text{ begins at } t + 1] \]

\[ = \sum_{m' = 1}^{M} x_t(m') a_{m'm} \] (3)

for \( t = 1, 2, \ldots, T \), with the initial and boundary conditions given by

\[ x_0^* (m) = \pi_m \quad \text{for } m = 1, 2, \ldots, M \]

and

\[ x_T^* (m) = 0 \quad \text{for all } \tau < 0 \text{ and } m = 1, 2, \ldots, M. \]

Similarly, the following two backward variables are defined:

\[ \beta_t^* (m) = \Pr [o^T_t | \text{state } m \text{ ends at } t - 1] \]

\[ = \sum_{d = 1}^{D} \beta^*_{t+d}(m) p_m(d) \prod_{i = t}^{t+d-1} b_m(o_i) \] (4)

and

\[ \beta_T^* (m) = 0 \quad \text{for all } \tau > T + 1 \text{ and } m = 1, 2, \ldots, M. \]

As is usually done in the HSMM formulation, we assume \( a_{mm} = 0 \), for all \( m = 1, 2, \ldots, M \). This means that no transition back to the same state can occur. In the HMM, on the other hand, \( a_{mm} \) can be non-zero and the duration at state \( m \) is geometrically distributed, i.e.,

\[ p_m(d) = a_{mm}^{d-1}(1 - a_{mm}), \quad 1 \leq d \leq \infty. \]

From (2) and (4) we can see that the Ferguson algorithm [8] requires a large number of computations to update the forward and backward variables at every \( t \). To be more specific, \( D(D + 1)/2 \) multiplications are required just to compute the sum of product terms \( \sum_{d = 1}^{D} \prod_{i = t}^{t+d-1} b_m(o_i) \), and if we include other terms, it amounts to \( [(D + 5)D/2 + M - 1]M \) multiplications. Therefore, the Ferguson algorithm has computational complexity of \( O(D^2) \) [20,21].

The product-and-sum term \( \sum_{d = 1}^{D} \prod_{i = t}^{t+d-1} b_m(o_i) \) required in computing (2) and (4) can be calculated more efficiently than in the original Ferguson’s procedure by a recursion method, as suggested by Levinson [17] and further refined by Mitchell et al. [18]. In this method, the product-and-sum term can be computed with \( (3D + M - 1)M \) multiplications, i.e., on the order of \( O(D) \), but it requires retrieval of the saved probabilities, \( b_m(o_i) \), obtained in the previous \( D \) observations \( o_t, o_{t-1}, \ldots, o_{t-D+1} \), and \( D \) recursive steps to be performed at every \( t \). Therefore, a total recursive steps required of the forward and backward algorithms increase by factor of \( D \) compared with the Ferguson algorithm.

From (2) and (3), we can see that by storing the products \( a_{mn} p_m(d) \) for all \( n, m \) and \( d \) in advance, we can reduce computation by not performing the multiplication during the forward procedure. Similarly, storing \( a_{mn} p_m(d) \) ahead of time would save computation in the backward procedure. Some authors [22,24,5,21] combine the duration distribution \( p_m(d) \) and the state transition probability \( a_{mn} \) to form a new quantity \( a_{mn} p_m(d) \), which represents the overall probability that the system stays in state \( m \) for \( d \) time units and then transits to state \( n \). Alternatively, the duration distribution \( p_m(d) \) can be combined with the observation probability \( b_m(o_t) \) [19]. Obviously, with such combinations the number of parameters involved would increase significantly. For example, the number of the above defined \( a_{mn} p_m(d) \)'s is \( M^2D \), while the total number of \( a_{nn} \) and \( p_m(d) \) is merely \( M^2 + MD \). It means that these algorithms would require much more memory. Furthermore, computation to re-estimate these parameters would have to increase as well. The amount of computations required and the number of parameters to be estimated in several known HSMM algorithms [8,17,18,21,11] and our algorithm (to be discussed in the following sections) are compared and summarized in Table 2.

The HSMM reduces to an HMM if we set \( p_m(d) \) to be a geometric distribution, as remarked earlier.

### 3.2. Regular and random observation models

Let us now consider cases where the observations are made independently of the hidden semi-Markov process. An example is regular or random sampling, as defined earlier. Similar to the full observation model,
we use (2) to define the forward variable $z_t(m)$ when the output $o_t$ is observed, i.e., $t \in G$. If the observation at time $t$ is missed (i.e., $t \not\in G$), then we should re-define the forward variable $z_t(m)$ as

$$z_t(m) = \sum_k \Pr[o_1^{t-1}, o_t = k, \text{state } m \text{ ends at } t] = \sum_d z_{t-d}(m) p_m(d) \prod_{i=t-d+1}^{t-1} b_m(o_i),$$

$$t \not\in G.$$ (6)

We introduce a new forward variable:

$$\rho_{t,d}(m) = z_{t-d}(m) \cdot \Pr[o_i^{t-d-1} | s_t^{t-d-1} = m]$$

for $d = 1, 2, \ldots, D$, (7)

and define

$$\rho_{t,0}(m) = \frac{z_t(m)}{G},$$

where $z_t(m)$ was defined earlier by (3). We obtain the following recursive formulae, for $t = 1, 2, \ldots, T$,

$$\rho_{0,0}(m) = \pi_m, \quad \rho_{0,d}(m) = 0, \quad d = 1, \ldots, D, \quad 1 \leq m \leq M,$$

$$\rho_{t,0}(m) = \rho_{t-1,0}(m) b_m(o_t), \quad t \in G,$$

$$\rho_{t,0}(m) = \rho_{t-1,0}(m), \quad t \not\in G,$$

$$d = 1, \ldots, D,$$

$$z_t(m) = \sum_d \rho_{t,d}(m) p_m(d),$$

(11)

Similarly, we define the backward variables and derive the backward recursive formulae. The backward recursions are defined as follows for $t = T, T-1, \ldots, 1$:

$$\varphi_{T+1,0}(m) = 1, \quad \varphi_{T+1,0}(m) = 0,$$

$$t = 1, \ldots, D, \quad 1 \leq m \leq M,$$

(13)

$$\varphi_{t,d}(m) = \begin{cases} \varphi_{t+1,d}(m), & t \in G, \\ \varphi_{t+1,d}(m), & t \not\in G, \quad d \geq 1, \end{cases}$$

(14)

$$\beta_t(m) = \sum_{d=1}^D p_m(d) \varphi_{t,d}(m),$$

(15)

$$\varphi_{t,0}(m) = \beta_t^*(m) = \sum_{n=1}^M a_{mn} \beta_t(n).$$

(16)

Then, the state sequence and the parameters of this HSMM with regular or random sampling can be estimated using these forward and backward recursive formulae.

From (9) through (16), we can see that updating the forward variables (or the backward variables) requires $(2D + M - 1)M$ multiplications at every $t$. The parameter $\rho_{t,d}(m)$ and $\varphi_{t,d}(m)$, for $d \geq 1$, can be treated as a temporary variable in the forward and backward recursive formulae.
procedures because at every time the value \( \rho_t,d(m) \) is determined by its value at the preceding time \( t - 1 \), as suggested by (10). Similarly, \( \varphi_t,d(m) \) depends on its value at \( t + 1 \), as suggested by (14). The computational logic is easily realized by delay shift units (one for each observation interval delay).

A remark is in order regarding the computational procedures. Proper scaling is required in the recursive formulae to re-estimate the HSMM model parameters [20], because each term in the forward and backward variables is less than one and starts to decay exponentially towards zero as time index \( t \) grows (e.g., 10 or greater). The purpose of scaling is to avoid possible underflows or overflows in the computation. All we need to do is to replace the conditional probability distribution \( b_n(o_t) \) used in the forward and backward formulae by a new quantity defined by

\[
\hat{b}_m(o_t) = c_t b_m(o_t) \quad \text{for } m = 1, \ldots, M
\]

and \( t = 1, \ldots, T, \) (17)

where \( c_t \) is a suitably chosen scaling factor. The state estimation equation and the parameter re-estimation equations that we derive in the next sections will not be affected by these scaling factors, because both numerator and denominator of those equations (e.g., Eqs. (35) through (42)) will factor out the common term \( \prod_{t=1}^{T} c_t \).

Appropriate values of the scaling factors \( c_t \) can be determined by requiring, for instance, the sum of the scaled \( z \) terms to be unity, i.e., \( \sum_{m=1}^{M} \hat{z}_m(m) = 1 \) and \( \sum_{m=1}^{M} \hat{\rho}_{t,0}(m) = 1 \), at each time, for \( 1 \leq t \leq T \). Since the magnitudes of the scaled \( \rho, \varphi \) and \( \beta \) terms are comparable, the values of all the parameters remain within reasonable bounds, thus avoiding possible overflow or underflow problems.

### 3.3. State-dependent observation misses

As we defined earlier, the missing pattern of observations is called “state dependent”, if some observations are missed because of a particular nature of the state the system happens to be in. Such “null” output, denoted \( \phi \), can be considered as an element in the output set associated with such state. We re-define the forward variable \( \rho_t,d(m) \) of (10), for \( d \geq 1 \), as

\[
\rho_t,d(m) = \begin{cases} 
\rho_{t-1,d-1}(m) \Pr[o_t|s_t = m], & t \in G, \\
\rho_{t-1,d-1}(m) \Pr[\phi_t|s_t = m], & t \notin G,
\end{cases}
\]

(18)

where

\[
\Pr[\phi_t|s_t = m] + \sum_{k=1}^{K} \Pr(o_t = k|s_t = m) = 1.
\]

Therefore, such case of state-dependent misses can be treated as a special situation of the full observation model discussed earlier. The forward recursive formulae (11) and (12) for the variables \( z_t(m) \) and \( \rho_{t,0}(m) \) still hold in this case. Therefore, we can utilize the forward formulae (18), (11) and (12) to calculate the forward variables, where the initial values are given by (9).

Similarly we re-define the backward variable \( \varphi_t,d(m) \) of (14), for \( d \geq 1 \), as

\[
\varphi_t,d(m) = \begin{cases} 
\varphi_{t+1,d-1}(m) \Pr[o_t|s_t = m], & t \in G, \\
\varphi_{t+1,d-1}(m) \Pr[\phi_t|s_t = m], & t \notin G,
\end{cases}
\]

(20)

Then (20), (15) and (16) form the backward recursions with the initial values given by (13). We can use these forward and backward recursive formulae to estimate the parameters of the HSMM with state-dependent misses.

### 3.4. Output-dependent observation misses

When observation misses depend on the outputs, we define the “output-dependent miss probability” by

\[
e(k) = \Pr[o_t \text{ is missed}|o_t = k].
\]

(21)

We define the forward variable \( z_{t}(m) \) by (2) or (6), depending on whether the output \( o_t \) is observed (i.e., \( t \in G \)) or missed (i.e., \( t \notin G \)). We re-define the forward variable \( \rho_t,d(m) \) of (10) and (18), for \( d \geq 1 \), as

\[
\rho_t,d(m) = \begin{cases} 
\rho_{t-1,d-1}(m) b_m(o_t), & t \in G, \\
\rho_{t-1,d-1}(m) \sum_k b_m(o_t = k) e(k), & t \notin G,
\end{cases}
\]

(22)
Then the forward recursive formulae (11) and (12) for the variables \( \pi_t(m) \) and \( \rho_{t,0}(m) \) still hold. The forward formulae (22), (11) and (12) are used to calculate the forward variables, where the initial values are given by (9). Similarly we re-define the backward variable \( \varphi_{t,d}(m) \) of (14) and (20), for \( d \geq 1 \), as

\[
\varphi_{t,d}(m) = \begin{cases} 
\varphi_{t+1,d-1}(m) b_m(o_t), & t \in G, \\
\varphi_{t+1,d-1}(m) \sum_k b_m(k) e(k), & t \notin G,
\end{cases}
\]

\( d \geq 1. \) \hspace{1cm} (23)

Then (23), (15) and (16) form the backward recursions with the initial values given by (13). The hidden state sequences and model parameters of the HSMM with output-dependent misses can be estimated by using these forward and backward recursive formulae.

4. Estimation of HSMM with multiple observation sequences

We now discuss a case where multiple sequences of observations are available. These multiple observation sequences may have their observation intervals, starting points, sampling rates, etc. different from others. In Fig. 1 we show only two observation sequences \{\( o_t \)\} and \{\( q_t \)\}. There is a delay \( \tau \) between the two observation sequences, where \( \tau \) takes on a value from \{0, \pm 1, \pm 2, \ldots \}. Either of the two streams can be any type of the observation and missing patterns discussed in Sections 3.1–3.4. As an example, we consider the case where \{\( o_t \)\} is subject to output-dependent misses (as in Section 3.4) and \{\( q_t \)\} is subject to regular or random sampling (as in Section 3.2). We denote the set of their observation time instants by \( G_o \) and \( G_q \), respectively. Let \( G_t = \{ t : t \in G_o \) or \( t + \tau \in G_q \} \) with a minimum value \( t \) and a maximum value \( T_t \). Denote by \( b_m(o_t) \) and \( c_m(q_{t+\tau}) \) the conditional probabilities that the observations are \( o_t \) and \( q_{t+\tau} \), respectively, when the system is in state \( m \) at time \( t \). Similar to (10) and (22), we define the forward variable \( \rho_{t,d}(m, \tau) \) for given delay \( \tau \) by

\[
\rho_{t,d}(m, \tau) = \begin{cases} 
\rho_{t-1,d-1}(m, \tau) b_m(o_t) c_m(q_{t+\tau}), & t \in G_o, \ t + \tau \in G_q, \\
\rho_{t-1,d-1}(m, \tau) b_m(o_t), & t \in G_o, \ t + \tau \notin G_q, \\
\rho_{t-1,d-1}(m, \tau) c_m(q_{t+\tau}) \sum_k b_m(k) e(k), & t \notin G_o, \ t + \tau \in G_q, \\
\rho_{t-1,d-1}(m, \tau) \sum_k b_m(k) e(k), & t \notin G_o, \ t + \tau \notin G_q
\end{cases}
\]

for all \( t \leq t \leq T_t \). The forward variable \( \pi_t(m, \tau) \) for two observation sequences with delay \( \tau \) can be simply defined by

\[
\pi_t(m, \tau) \equiv \sum_{d=1}^D \rho_{t,d}(m, \tau) p_m(d), \quad t \leq t \leq T_t. \] \hspace{1cm} (25)

We also have

\[
\rho_{t,0}(m, \tau) = \sum_{m'=1}^M \pi_t(m', \tau) a_{m'm}, \quad t \leq t \leq T_t \] \hspace{1cm} (26)

with initial conditions similar to (9):

\[
\rho_{t,0}(m, \tau) = \pi_m, \quad \rho_{t,d}(m, \tau) = 0, \quad d = 1, \ldots, D, \quad 1 \leq m \leq M, \] \hspace{1cm} (27)

where \( t \) is the minimum \( t \) in \( G_t \).

The backward variable \( \varphi_{t,d}(m, \tau) \) and \( \beta_t(m, \tau) \) can be similarly defined for two observation sequences with delay \( \tau \). Denote the entire observation sequences by \( O = \{ o_t : t \in G_o \} \) and \( Q = \{ q_t : t \in G_q \} \). By applying the forward formulae of (24), (25) and (26), we can obtain the (joint) likelihood function of the two observation sequences \( O \) and \( Q \) for given delay \( \tau \):

\[
\Pr[O, Q|\tau] = \sum_{m=1}^M \pi_t(m, \tau), \hspace{1cm} (28)
\]

where \( T_t \) is the maximum \( t \) in \( G_t \).

The delay \( \tau \) between the two observation sequences can be estimated from the observations, while all
the model parameters are assumed to be given and fixed:

\[ \hat{\tau} = \arg \max \Pr[O, Q | \tau] = \arg \max \sum_{m=1}^{M} x_{\tau}(m, \tau). \] (29)

For simplicity of notation in the following sections, we use \( G \) to denote \( G_{\hat{\tau}} \) for given \( \hat{\tau} \) and assume \( t_{\hat{\tau}} = 1 \) and \( T_{\hat{\tau}} = T \) without loss of generality. We denote the subseqneces by \( o^{b}_{a} = \{ a \}_{a \leq t \leq b, t \in G_{o}} \) and \( q^{b+\hat{\tau}}_{a} = \{ q_{t+\hat{\tau}} | a \leq t \leq b, t + \hat{\tau} \in G_{q} \}. \)

4.1. MAP estimate of states

After having obtained all the forward variables for each \( t \) and the estimate of the delay parameter \( \hat{\tau} \), we can find the maximum a posteriori (MAP) estimate of state \( s_{t} \), given the observations \( O, Q \) and the model parameters, during the process of computing backward variables at every \( t \). First, we define

\[ \gamma_{t}(m, \hat{\tau}) = \Pr[O, Q, s_{t} = m | \hat{\tau}], \] (30)

which is the joint conditional probability of the two sequences \( O \) and \( Q \) and state \( s_{t} \), given the parameter of interest, \( \hat{\tau} \), where \( \hat{\tau} \) is determined by (29). Since we can write

\[
\Pr[O, Q, s_{t+1} = m | \hat{\tau}] = \Pr[O, Q, s_{t} = m, s_{t+1} = m | \hat{\tau}] + \Pr[O, Q, s_{t} \neq m, m \text{ begins at } t + 1 | \hat{\tau}] \] (31)

and

\[
\Pr[O, Q, s_{t} = m | \hat{\tau}] = \Pr[O, Q, s_{t} = m, s_{t+1} = m | \hat{\tau}] + \Pr[O, Q, m \text{ ends at } t, s_{t+1} \neq m | \hat{\tau}], \] (32)

we find the following backward recursion for \( \gamma_{t}(m, \hat{\tau}) \):

\[
\gamma_{t}(m, \hat{\tau}) = \gamma_{t+1}(m, \hat{\tau}) + \gamma_{t}(m, \hat{\tau})q_{t+1,0}(m, \hat{\tau}) - \rho_{t,0}(m, \hat{\tau})\beta_{t+1}(m, \hat{\tau}), \] (33)

where we used the following relation based on Bayes’ rule and the property of a first-order Markov chain that its current state depends on its past only through the most recent state, i.e.:

\[
\Pr[O, Q, m \text{ ends at } t, s_{t+1} \neq m | \hat{\tau}] = \Pr[O, Q, s_{t} = m | \hat{\tau}] = \rho_{t,0}(m, \hat{\tau})\beta_{t+1}(m, \hat{\tau}).
\]

The initial condition for the backward variable \( \gamma_{T}(m, \hat{\tau}) \) is

\[
\gamma_{T}(m, \hat{\tau}) = \Pr[O, Q, s_{T} = m | \hat{\tau}] = \gamma_{T}(m, \hat{\tau}), \] (34)

which is obtained at the end of the forward algorithm. Obviously, we can calculate \( \gamma_{t}(m, \hat{\tau}), t = T, T - 1, \ldots, 1 \), in conjunction with the backward algorithm, because the current value of \( \gamma_{t}(m, \hat{\tau}) \) is determined by the preceding values \( \gamma_{t+1}(m, \hat{\tau}), q_{t+1,0}(m, \hat{\tau}) \) and \( \beta_{t+1}(m, \hat{\tau}) \) in the backward calculation, where \( \gamma_{t}(m, \hat{\tau}) \) and \( \rho_{t,0}(m, \hat{\tau}) \) are the stored values of the forward variables.

The MAP estimate of state \( s_{t} \) is defined as

\[
\hat{s}_{t} = \arg \max_{1 \leq m \leq M} \Pr[s_{t} = m | O, Q, \hat{\tau}].
\]

By Bayes’ rule, we have

\[
\hat{s}_{t} = \arg \max_{1 \leq m \leq M} \gamma_{t}(m, \hat{\tau})/\Pr[O, Q | \hat{\tau}]
\]

\[
= \arg \max_{1 \leq m \leq M} \gamma_{t}(m, \hat{\tau}), \quad t = T, T - 1, \ldots, 1. \] (35)

From these equations, we can readily obtain the MAP estimate \( \hat{s}_{t} \), given the observations \( O, Q \), and the model parameters.

4.2. Re-estimation of the model parameters

The re-estimation algorithm is to update and improve estimates of the hidden state sequence and the model parameters, for given observation sequences \( O \) and \( Q \). First, we apply the forward–backward algorithm to obtain an estimate \( \hat{\tau} \) of delay, and then a new estimate of the model parameters. Each time the model
parameters are updated, the estimation $\hat{\tau}$ of delay is re-estimated, and this interplay between the forward–backward algorithm and the ML estimation procedure is repeated until they converge to satisfactory solutions.

A posterior estimate of the transition probability $\hat{a}_{m,n}$ is obtained as the expected number of transitions from states $m$ to $n$ divided by the expected total number of transitions out of state $m$ [20, 8]:

$$\hat{a}_{m,n} = \frac{\sum_t x_{t-1}(m, \hat{\tau}) a_{m,n} \beta_t(n, \hat{\tau})}{\sum_t x_{t-1}(m, \hat{\tau}) \phi_t,0(m, \hat{\tau})}$$

for $1 \leq m \neq n \leq M$ (36) and

$$\hat{a}_{m,m} = 0 \text{ for all } 1 \leq m \leq M.$$  (37)

Similarly, a posteriori estimate of the initial state probability should be given as the expected relative frequency with which the system is found in state $m$ at $t = 1$:

$$\hat{\pi}_m = \frac{\pi_m \beta_1(m, \hat{\tau})}{\sum_m \pi_m \beta_1(m, \hat{\tau})}, \quad 1 \leq m \leq M,$$  (38)

where $\pi_m$ is, as defined earlier, the initial distribution.

We proceed in a similar manner, and revise the estimate of the state duration probability by the following expression:

$$\hat{p}_m(d) = \frac{\sum_t \rho_{t-1,0}(m, \hat{\tau}) p_m(d) \phi_{t,d}(m, \hat{\tau})}{\sum_t \rho_{t-1,0}(m, \hat{\tau}) \beta_t(m, \hat{\tau})},$$

$$1 \leq m \leq M, \quad d = 1, 2, \ldots, D,$$  (39)

where the numerator represents the expected number of times that state $m$ lasts exactly for $d$ time units and the denominator of (39) is the expected total number of times that state $m$ is visited regardless of any duration. Note that the denominator is equal to the sum of the numerators taken over $d$, for $d = 1, 2, \ldots, D$.

The conditional probability of observing $o_t = k$ when the system is in state $m$ is estimated by the following expression:

$$\hat{b}_m(k) = \frac{\sum_t \gamma_t(m, \hat{\tau}) \delta(o_t - k)}{\sum_t \gamma_t(m, \hat{\tau})},$$

$$1 \leq m \leq M, \quad 1 \leq k \leq K,$$  (40)

where $\gamma_t(m, \hat{\tau})$ is given by (33), and

$$\delta(o_t - k) = \begin{cases} 1, & o_t = k, \\ 0, & o_t \neq k. \end{cases}$$  (41)

Similarly,

$$\hat{c}_m(l) = \frac{\sum_t \gamma_t(m, \hat{\tau}) \delta(q_{t+\hat{\tau}} - l)}{\sum_t \gamma_t(m, \hat{\tau})},$$

$$1 \leq m \leq M, \quad 1 \leq l \leq L.$$  (42)

We note that observation $\{o_t\}$ and $\{q_t\}$ can be continuous-valued processes. Then the most general form of the probability density function (pdf) treated in the literature is not an arbitrary density function, but is a finite mixture of log-concave or elliptically symmetric functions (e.g., Gaussian) to insure that the parameters of the pdf can be re-estimated in a consistent way [20]. Therefore, in the continuous case, the re-estimation procedure of our HSMM can be similarly formulated as the continuous HMM [20].

From the re-estimation formulae (36) to (42), it can be seen that the re-estimation procedures can be combined with the backward algorithm, because they are the cumulative sums of the products of several variables for $t = T, T - 1, \ldots, 1$. During the backward recursion, we obtain the backward variables $\beta_t(m, \hat{\tau})$, $\phi_{t,d}(m, \hat{\tau})$ and $\gamma_t(m, \hat{\tau})$, for $t = T, T - 1, \ldots, 1$. Multiplying them with the stored values of the forward variables $\rho_{t-1,0}(m, \hat{\tau})$ and $x_{t-1}(m, \hat{\tau})$ at each $t$, and accumulating the products from $t = T$ through $1$, we obtain the re-estimated parameters $\hat{a}_{m,n}, \hat{b}_m(k), \hat{c}_m(l)$ and $\hat{p}_m(d)$, where $d = 1, 2, \ldots, D, \quad k = 1, \ldots, K, \quad l = 1, \ldots, L$, and $m = 1, \ldots, M$. The backward variables $\beta_t(m, \hat{\tau})$, $\phi_{t,d}(m, \hat{\tau})$ and $\gamma_t(m, \hat{\tau})$ can be viewed, therefore, as the “interim results” in this re-estimation procedure.

Using the theory associated with the well-known EM (expectation-maximization) algorithm [4], we can prove that the re-estimation procedure in our extended algorithm also increases the likelihood function of the model parameters. In other words, the re-estimation procedure leads to maximum likelihood estimates of these model parameters.

Let $\lambda$ represent the complete set of the model parameters to be estimated in the re-estimation procedure:

$$\lambda = (A, B, C, P, \pi).$$  (43)

where $A=[a_{m,n}]_{M \times M}$ is the state transition probability matrix; $B=[b_m(k)]_{M \times K}$ and $C=[c_m(l)]_{M \times L}$, the observation probability matrices; $P=[p_m(d)]_{M \times D}$, the state duration probability matrix; and $\pi=[\pi_m]_{M \times 1}$, the initial state probability vector. The purpose is to
find maximum likelihood estimates of the model parameter set \( \lambda \) and the delay parameter \( \tau \), i.e., to find \( \lambda \) and \( \tau \) such that the likelihood function \( \Pr [O, Q|\lambda, \tau] \) is maximized for given \( O \) and \( Q \). Let

\[
\lambda' = (A', B', C', P', \pi')
\]

be another possible set of the model parameters and \( \tau' \) another delay parameter.

First we apply (29) to maximize the likelihood function \( \Pr [O, Q|\lambda, \tau] \) for fixed \( \lambda \). We have \( \Pr [O, Q|\lambda, \tau] \geq \Pr [O, Q|\lambda, \tau] \) for all \( \tau \). Hence, we let \( \tau' = \tau \). Then we use the forward–backward algorithm and the re-estimation formulae (36) to (42) for given \( \lambda \) and \( \tau \) to estimate parameters \( \hat{a}_{m,m'}, \hat{b}_m(k), \hat{c}_m(l) \), \( \hat{p}_m(d) \) and \( \hat{\pi}_m \). We show that these re-estimated parameters can also increase the likelihood function.

Following the discussion given in [8], an auxiliary function is defined as

\[
Q(\lambda, \lambda') = \sum_{s_T} \Pr [s_T^T, O, Q|\lambda, \tau] \ln \Pr [s_T^T, O, Q|\lambda, \tau, \tau'].
\]

For fixed \( \lambda \), if we can find any \( \lambda' \) such that \( Q(\lambda, \lambda') > Q(\lambda, \lambda) \), then it can be shown that \( \Pr [O, Q|\lambda, \tau] \geq \Pr [O, Q|\lambda, \tau] \) i.e., the likelihood increases. A key step in applying this result to our algorithm that involves two observation sequences with missing data is to obtain the following identity:

\[
Q(\lambda, \lambda') - Q(\lambda, \lambda) = \frac{1}{P(O, Q|\lambda, \tau)} \sum_{s_T} \Pr [s_T^T, O, Q|\lambda, \tau, \tau'] \ln \frac{\Pr [s_T^T, O, Q|\lambda, \tau]}{\Pr [s_T^T, O, Q|\lambda, \tau]}
\]

\[
= \sum_m \hat{\pi}_m \ln \frac{\pi_m}{\pi_m} + \sum_{m',m} \hat{a}_{m',m} \ln \frac{a_{m',m}}{a_{m',m}}
\]

\[
+ \sum_{m,ot} \hat{p}_m(d) \ln \frac{p'_m(d)}{p_m(d)} + \sum_{m,k} \hat{b}_m(k) \ln \frac{b'_m(k)}{b_m(k)}
\]

\[
+ \sum_{m,l} \hat{c}_m(l) \ln \frac{c'_m(l)}{c_m(l)}, \tag{46}
\]

where \( a_{m',m}, b'_m(k), c'_m(l), p'_m(d), \) and \( \pi' \) are parameters to be found to maximize the auxiliary function of (46). Note that the set of steps (36) to (42) to determine \( \hat{a}_{m',m}, \hat{b}_m(k), \hat{c}_m(l), \hat{p}_m(d) \) and \( \hat{\pi}_m \) is equivalent to the E step in the EM algorithm.

The first three terms in the right hand side of (46) can be derived by following the discussion given in [8]. The last two terms are somewhat different, because of the two observation sequences with missing data. That is, we can show

\[
\frac{1}{\Pr [O, Q|\lambda, \tau]} \sum_{s_T} \Pr [s_T^T, O, Q|\lambda, \tau, \tau']
\]

\[
\times \sum_{t \in G} \Pr [o_t, q_{t+\hat{\tau}}|s_t, \lambda, \tau] \Pr [o_t, q_{t+\hat{\tau}}|s_t, \lambda, \tau]
\]

\[
= \sum_{t \in G} \Pr [s_t^T, O, Q|\lambda, \tau] \sum_{t \in G} \Pr [k, l|m, \lambda, \tau] \Pr [k, l|m, \lambda, \tau]
\]

\[
\times \delta(s_t - m) \delta(o_t - k) \delta(q_{t+\hat{\tau}} - l)
\]

\[
= \sum_{m,k,l} \hat{b}_m(k) \ln \frac{b'_m(k)}{b_m(k)} + \sum_{m,l} \hat{c}_m(l) \ln \frac{c'_m(l)}{c_m(l)}, \tag{47}
\]

where \( G \) is the set that excludes the missed observation intervals, and the observations \( o_t \) and \( q_{t+\hat{\tau}} \) for given state \( s_t \) and \( \tau \) are assumed independent, i.e., \( \Pr [o_t, q_{t+\hat{\tau}}|s_t] = \Pr [o_t|s_t] \Pr [q_{t+\hat{\tau}}|s_t] \). By now, we can implement the M step of the EM algorithm, i.e., it can be proved that when we choose the re-estimated values of \( a_{m',m}, b'_m(k), c'_m(l), p'_m(d), \) and \( \pi' = \pi_m \), then (46) is maximized.

5. Applications to mobility tracking in wireless networks

Location-based wireless services have become an active area of research in recent years [10]. These envisioned applications include navigation, emergency services, location specific advertising, location sensitive billing, local information, etc. Mobility of users presents significant technical challenges for us to provide efficient wireless access to the Internet. For a given individual mobile user, his/her location, velocity and direction will vary in time. It is therefore important to take into account dynamic mobile behavior in provisioning wireless Internet services.

We define the state of a mobile user in terms of a vector \( (x_1, \ldots, x_n) \), where the \( i \)th component, \( x_i \),
represents a value from a finite attribute space \( A_i \). The attribute spaces represent properties of the mobile user such as its location, moving direction, speed, etc. The set of possible states for a mobile user is an \( n \)-dimensional vector space given by

\[
S = A_1 \times \cdots \times A_n,
\]

(48)

where \( \times \) denotes the Cartesian product. The dynamic motion of a user, as defined by its time-varying attribute values, can then be described by its trajectory in this space.

We enumerate all possible states in \( S \) and label them as \( 1, \ldots, M \) such that the state space \( S \) can simply be represented as \( S = \{1, \ldots, M\} \). The state transitions of a user are characterized by a Markov chain with transition probability matrix \( A = [a_{m, m'}; m', m \in S] \). We note, however, that transitions among the states is limited due to constraints of street layout and we may assume that from a given state transitions can occur to on the order of ten neighboring states. Such considerations imply that the transition probability matrix will be highly sparse in practical applications.

We assume that the mobile user dwell time in a given state is a random variable taking values from the set \( \{1, \ldots, D\} \), with a general probability distribution \( p_m(d) \) and the corresponding matrix \( P = [p_m(d); m \in S, d = 1, \ldots, D] \).

Our mobility model differs from previously proposed mobility models \([23, 16]\) in that it leads to a simple parametric representation of the mobile behavior that can be related to a general queuing network with multi-class users in which each service center consists of infinite server (IS) stations of multiple types. This representation allows us to capitalize on recent results in queuing and loss network theory \([12]\). This result in turn implies that to obtain the state distribution of mobile users, we need only two sets of parameters: the mean dwell time, \( d_m \), in state \( m \) and the expected number of visits, \( e_m \), which a user makes to state \( m \) in its “lifetime” (i.e., from the moment that it enters the system as an active user until it leaves the system by either moving out from the region or by turning its power off). Thus, only \( 2M \) pieces of numeric data per user class provide sufficient statistics of the user mobility, as far as the steady-state distribution and related performance measures are concerned.

In order to keep track of the user mobility, the semi-Markov model parameters must be estimated based on observations of the user states. This leads to an application of the type of HSMM discussed in the preceding sections. Let \( \omega_t \) denote the observed location of the user at time \( t \). Note that the location of a given user is merely a portion (i.e., sub coordinates) of the state vector \( (x_1, \ldots, x_n) \). The observation value \( \omega_t \) differs, however, from value that would correspond to the user’s true location, due to geo-location error. We denote the observation probability matrix as \( B = [b_{m}(k); m \in S, k = 1, \ldots, K] \), where \( b_{m}(k) \) is the conditional probability that the geo-location value observed at time \( t \) is \( \omega_t = k \), given that the user state is \( s_t = m \). For simplicity, we assume that this probability distribution is time invariant.

In parallel with the (geo-location) observation process \( \omega_t \) defined above we now introduce the following “user requirement process” \( q_t \), which takes on values \( 0, 1, \ldots, L \), where \( q_t = l \) means that the user requests object \( l \) (e.g. web content \( l \)). We assign \( l = 0 \) to a “null” object, i.e. the situation in which the user makes no request. The object \( l \) that the user requires generally depends on the user state \( m \). Therefore, we define the user requirement probability matrix by \( C = [c_{m}(l); m \in S, l = 0, 1, \ldots, L] \), where \( c_{m}(l) \) is the conditional probability that \( q_t = l \) given \( s_t = m \). We again, for simplicity, assume time invariance of this probability distribution. Fig. 3 summarizes our geo-location observation and user requirement processes \((\omega_t, q_t)\), both of which are probabilistic functions of the underlying hidden semi-Markov process \( s_t \).

The user state process \( s_t \) is characterized by \( A, P \) and the initial state probability vector \( \pi \). Thus, the following five-tuple \( \lambda = (A, B, C, P, \pi) \) specifies
our mobility and traffic model built on the discrete HSM.

In this formulation, estimation of the state process \( s_t \) and re-estimation of the mobility model parameters \( \lambda = (A,B,C,P,\pi) \) are made based on the pair processes \( (o_t,q_t) \). For various reasons, geo-location measurement and/or transmission of geo-location data may not take place frequently enough to allow precise tracking of the user’s state all the time. The user may not necessarily send content requests when the user is in some state. Furthermore, the starting time of the geo-location observation sequence may not be the same as that of the requirement observation sequence and the two sequences may have different sampling instants. Therefore, the estimation and re-estimation algorithms discussed in the previous sections in handling missing observations and multiple observation sequences will be applicable to our model.

To keep track of the state of a mobile user, we apply our forward–backward and re-estimation algorithms for HSM. The main steps in our tracking algorithm are summarized as follows:

1. Apply the HSM re-estimation algorithm to obtain the initial estimates \( \hat{\lambda} = (A,B,C,P,\pi) \) of the mobility model parameters by using training data.
2. Apply the HSM forward–backward estimation algorithm to estimate the current state \( \hat{s}_t \) of the mobile user and to predict at time \( t \) the next requirement, \( \hat{q}_{t+1} \), of the mobile user, based on both geo-location and requirement observation sequences \( o_t \) and \( q_t \).
3. Refine the estimates \( \hat{\lambda} = (A,B,C,P,\pi) \) by applying the HSM re-estimation algorithm to the given observation sequences.

Fig. 4 illustrates this dynamic mobility tracking model. The state sequence \( s_t \) associated with a mobile user is hidden in the sense that it is not directly observable. The observation sequence \( o_t \) is obtained from geo-location measurement. The request sequence \( q_t \) is obtained at a proxy server that is connected between the Internet and the wireless network. The two observation sequences \( o_t \) and \( q_t \) are the inputs to the HSM algorithm for joint prediction and re-estimation. The HSM parameter estimation algorithm produces an estimate, \( \hat{s}_t \), of the current state of the user. In addition, a prediction, \( \hat{q}_{t+1} \), of the next requirement of the user is produced as an output of the predicted value \( \hat{s}_{t+1} \). That is,

\[
\hat{q}_{t+1} = \arg \max_l \sum_m \left[ \sum_{d=0}^{\min(t,D)} \rho_{l,d}(m) \times \left( 1 - \sum_{d_1=1}^{d} p_m(d_1) \right) \right] c_m(l),
\]  

where the term in square brackets represents the conditional probability \( \Pr[s_{t+1} = m,o_t,q_t|\hat{\lambda}] \). Finally, it produces estimates, \( \hat{\lambda} = (A,B,C,\hat{C},P,\hat{\pi}) \), of the model parameters. Based on the prediction and re-estimation, the system can, for instance, “prefetch” or “push” the most relevant contents to the mobile user. Thus, the mobility model can be used to enhance the performance of prefetch caching algorithms [14,13] and to characterize the wireless Internet access traffic. Such characterization can be utilized to optimize resource allocation and control policies. The reader may wonder whether one can develop dynamic mobility tracking using an “online” version of estimation algorithms for the HMM [7]. The main difficulty in such attempt would be that our model deals with HMM with explicit duration treatment, which leads to complex forward–backward and re-estimation formulae when the total length of the observation sequences is increased.

6. Simulation results

Our models and algorithms are proposed for potential applications to, for instance, “location-dependent services” that will be offered in next generation wireless Internet environments. Thus, at this point there are no really relevant empirical data that can be used to validate our models and algorithms. What we can provide in this limited circumstance is to illustrate usage of our mobility tracking model and related algorithms.
by conducting Monte-Carlo simulation experiments. In such simulations, “observation” sequences in fact need to be artificially generated by assuming some underlying probabilistic models. Such questions as “what distributions should be assumed”, and “whether or not some dependency or correlation should exist temporally and/or spatially” fall in the domain of what we often call “traffic or workload characterization”, which by itself is a difficult yet important research problem. We hope that our work will motivate other researchers and practitioners engaged in this field to tackle such workload characterization issues.

We first specify appropriate mobile states by taking into account various constraints due to the street layout. We assume that in a serving area (of 1.6 by 1.6 km) there are 128 street segments in a mesh layout. Each street segment is about 200 m long. In referring to the state space defined by (48), we set here $n = 2$, i.e. $(x_1, x_2) \in S$, where the first attribute $x_1 \in A_1$ represents the street segment, hence $|A_1| = 256$. The second attribute $x_2 \in A_2$ takes one of the following five possible values, i.e., two possible directions of the user who may be walking along the given street segment; two possible directions if he/she is driving; and no significant motion. The last value of the attribute $x_2$ represents a situation where the mobile user is standing still or shopping in the area. Thus, in this simple state definition, the total number of states is $|S| = |A_1| \times |A_2| = 128 \times 5 = 640$. A user in a given state makes a transition to one of approximately ten other states associated with the neighboring street segments. In other words, the state transition probability matrix $A$ is largely determined by the street layout, and is very sparse.

To generate the observation sequences in the simulation, we first generate the mobile state sequence of a mobile user. An example of 1-trajectory of a mobile user is shown in Fig. 5.

In Fig. 6, we plot a set of geo-location observations: we made one observation every 20 s, and 180 measurements in an hour. Note that some of observed data are quite far from the user’s true location, due to error or noise introduced in the geo-location process. We generate the observation sequence of requests made by the mobile user, by assuming some of the requests are location dependent (i.e., state dependent here).
After having generated both the geo-location and requirement observation sequences, we can now start applying our forward–backward and re-estimation algorithms to estimate the model parameters and the mobile state sequence. For the two given observation sequences with the total number $T = 180$ and the total observation interval $= 3600$ s, the estimated state sequence $\hat{s}_T$ is shown in Fig. 6 in “circle” marks.

To evaluate the algorithm, we compare the estimated state sequence with the true state sequence. It shows that the state estimated from the geo-location sequence $o_T^1$ alone is 92.22% accurate (i.e., 166 out of $T = 180$ samples). Out of the erroneously estimated states (7.78% or 14 out of $T = 180$ samples), estimation of $x_1$ (i.e., user location) was still correct for 6.67% (i.e., 12 samples) and only estimation of $x_2$ (i.e., moving direction and velocity) was made incorrect. In the 1.11% (i.e., 2 out of 180 samples) both $x_1$ and $x_2$ were misestimated (occurred only in the beginning of the sequence). The state estimation based on the request sequence $q_T^1$ alone is 96.11% accurate (i.e., 173 out of 180 samples). The state estimation using both the geo-location sequence $o_T^1$ and the request sequence $q_T^1$ achieved accuracy as high as 97.22% (i.e., 175 out of 180 samples).

State estimation errors obtained from geo-location data with regular and random observation are shown in Fig. 7 in a broken line and a solid line, respectively, as functions of percentage of missed observations, where the full sampling rate is $\frac{1}{20}$ s. From Fig. 7 we can see that the state estimation errors do not increase significantly with the increase in the missing ratio. This result indicates that base stations in a wireless network may not need to perform geo-location regularly or frequently in order to keep track of mobile users. This will possibly lead to an improvement in wireless network performance by reducing the power interference caused by geo-location implementation.

7. Conclusions

The underlying assumption in the existing HMM and HSMM models is that there is at least one observation produced per state visit and that observations are exactly the outputs (or “emissions”) of states. In some applications, these assumptions are too restrictive. We extended the ordinary HMM and HSMM to the model with missing data and multiple observation sequences. We discussed the possible missing observation patterns and developed corresponding estimation algorithms. Our algorithm for the general HSMM achieves simplicity in computation and reduction in memory usage. The forward and backward algorithms involve the same computational structures and therefore can be implemented in identical hardware or programming module, in synchronism with the observed data stream, hence it can achieve high signal processing speed. The state estimation and parameter re-estimation algorithms are combined with the backward procedure, without the need for storing the backward variables, whereby reducing both computation time and storage space requirements.

We also proved that our estimation algorithm with missing observations leads to the maximum likelihood estimate. Finally, we discussed an application of HSMM with missing observations and two observation sequences to mobility tracking for providing wireless Internet services to mobile users, and have shown by simulation experiments that our algorithms indeed produce encouraging results.
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